When introduced in the late 1880s, the Sears catalog became a powerful tool for African Americans, suffering under Jim Crow and other forms of discrimination and segregation, to have the same shopping experience as whites.1 During this time, African Americans routinely faced discrimination in retail stores, such as higher prices and a limited selection of goods. The social disruption created by the Sears catalog prompted some white storeowners to encourage their customers to burn the catalog in the streets in protest.2 Recognizing the challenges that its African American customers faced, Sears included instructions on how to place an order through the post office and provided other ways for rural African Americans, non-English speakers, and others who had been systemically excluded from American civil society to order from the catalogs.3 The anonymity of the catalog offered shoppers of all backgrounds a level of retail inclusion that would take decades to achieve in physical stores. Moreover, the catalog bore other benefits: Sears offered credit that allowed African American farmers to buy the same items as their white peers, without the markup imposed when buying on credit at a local general store. The catalog’s prices were also lower than those offered in the rural towns or countryside where many African Americans lived.4

These benefits of the Sears catalog provide important lessons about financial inclusion. The anonymity offered by ordering from a catalog leveled the playing field for African Americans and other disadvantaged groups. By ensuring that everyone had access to the same products, Sears played a role in opening the marketplace for marginalized consumers. Ostensibly, the Internet could play this same role for modern consumers. However, today this broad-based approach appears to have been largely eclipsed by targeted marketing strategies designed to reach specific categories of consumers and to undermine consumers’ anonymity.
Online advertising platforms, such as those offered by Facebook, allow companies to use vast amounts of consumer data to target marketing in a highly individualized manner by using sophisticated algorithms that will only display advertisements to audiences or Internet users with desired characteristics. Although the anonymity of a catalog may have been an antidote to discrimination in face-to-face shopping encounters, today’s Internet leaves consumers more — not less — identifiable as companies become more efficient at targeting certain demographics.

The results of this targeted marketing may be discriminatory in contexts in which consumer protection and civil rights laws apply, such as marketing credit. While the use of technology in consumer financial services, or fintech, has created many innovations that benefit consumers, the ability to filter the reach of marketing so narrowly can raise a range of consumer protection and financial inclusion concerns, including the fair lending risks of steering and redlining. This article focuses on the increased use of Internet-based marketing practices to target audiences by personal characteristics, geography, or even hobbies. This practice may explicitly or implicitly classify users by prohibited characteristics protected under fair lending laws — such as race, national origin, or sex — and risk making financial inclusion out of reach for millions of consumers.

TARGETED MARKETING: CROSS-SITE TRACKING, LEAD GENERATION, AND E-SCORES

To a great and perhaps unanticipated extent, the combination of sophisticated analytic techniques and big data has unmasked the anonymity of the Internet. In 1993, the New Yorker published its famous cartoon captioned, “On the Internet, nobody knows you’re a dog.” However, nearly three decades after the New Yorker’s observation, not only can web analytics recognize you are a dog, they also know your favorite toy, whether you chase squirrels, and the last time you wagged your tail. For humans on the Internet, the wealth of data include your current location, your neighborhood and its characteristics, your browsing and shopping habits, and the companies with which you do business.

This treasure trove of data about consumers can help enrich consumers’ experiences and provide financial benefits tailored to their situation. For example, some investment companies and financial institutions use roboadvisors to provide customers with portfolios based on their financial and risk profile. Both bank and nonbank financial service providers are exploring whether the use of alternative data sources in credit scoring can expand access to credit to creditworthy consumers with limited or no credit histories.

However, consumer data may also be used in ways that consumers have not intended or anticipated, often to fuel increasingly sophisticated marketing strategies that aim to target certain consumer groups. Many consumers have experienced the feeling of being tracked on the Internet when the item they had been browsing on one website is now being advertised to them on a second and then a third site. But companies now rely on consumers’ browsing histories in less obvious ways as well. Through the use of sophisticated cross-site tracking, lead generation, and other techniques described more in this section, an immense amount of consumers’ personal data is now used to determine the types of products advertised to individual consumers, eliminating any possibility of a universal experience on the Internet.

Cross-Site Tracking

The advertisements a consumer sees while browsing the Internet are the result of a complex interaction of several invisible activities. Websites track users and
their browsing behaviors, with the goal of creating detailed profiles that can be used for marketing purposes. Companies sell consumer data to third parties, which compile these data from many sources. Tracking methods often include cookies or data files that are placed by the website in a user’s web browser. These are used by website owners to identify the user and personalize that user’s experience on the site. Cookies can then be used to track users across websites. Methods may also include fingerprinting, in which each computer or device is given a unique identifier, allowing website owners to track when the same device visits that webpage again. This can be a powerful tool in a time when many devices are used by only one individual. These methods also allow website owners (or others) to share the information they have collected and link together multiple profiles across different sites to yield a more finely detailed view of a single consumer. Indeed, companies are able to determine if multiple devices belong to a single consumer, and this information can be combined with offline data on consumers, such as data available from retailers and credit card companies. Taken together, these techniques, as well as others, allow companies to build ever more-detailed profiles on individual consumers to target the marketing those consumers see.

Lead Generators

In addition to the consumer data available from tracking techniques, online lead generators collect data about consumers by encouraging website users to volunteer personal information about themselves, often when users submit personal details to receive more information about a product or service. For example, a prospective homebuyer might submit personal information when using a mortgage rate calculator. This information can then be sold to mortgage brokers, credit card issuers, or others seeking details on prospective customers. Often, consumers may not even realize that the information they just entered on a website will be sold, at least until they start receiving unsolicited phone calls and text messages from companies they themselves did not contact.

Lead generators may charge more for leads for consumers seeking credit, such as potential mortgage borrowers. Lead generation also can raise concerns about bias and exploitation. For example, at one time, the College Board’s website used personal information, such as whether prospective students expected to need financial aid, to immediately filter the results presented by its search tool and direct those individuals to search results highlighting private for-profit colleges over potential private and public nonprofit colleges and universities.

E-Scores

Companies buying leads in bulk may seek even more data on consumers to better distinguish potentially profitable leads from those unlikely to result in a future customer. One method of predicting a consumer’s possible future activity is to use online consumer scores, or e-scores, which are calculated using complex algorithms and data mined from both online and offline sources. These privately calculated scores may factor in details such as occupation, salary, home value, and spending on certain consumer goods to predict a consumer’s future spending and to allow companies to rank a consumer’s estimated future profitability. A company might submit data sets containing the names of both leads and existing customers to an e-scoring service. From those data sets, the e-scoring system would extract thousands of variables, identify predictive factors, and score the prospective customer leads based on how closely they resemble the company’s existing customers. E-scores are not new to the financial services sector. For example, a multinational credit card issuer used such scores to determine instantly what type of credit card to offer a customer calling into its call center. The scores also served to flag call center agents to speak to those customers who were thought to be “high-value.” Call center agents immediately routed those customers to agents, while callers who were considered to be less attractive were routed to an overflow call center.

In today’s world of targeted marketing, advertisements are built for individual consumers, with advertisers able to target their audience by a vast range of increasingly specific characteristics, such as location, political affiliation, or occupation. Companies rely on data on consumers’ past activity and on predictions of future activity. As with e-scores, marketing data companies predict consumers’ future activities by comparing specific consumers with other consumers deemed to be suitably similar. The idea behind many of these predictive models is that “birds of a feather flock together.” Although some consumers may appreciate receiving targeted online advertisements instead of general ones, some stakeholders are raising concerns about these practices as privacy researchers question how consumer data are collected and used, with some comparing it with exploiting natural resources.
FAIR LENDING BASICS

The use of these and other targeted Internet-based marketing practices presents unique challenges, but it raises the same core fair lending risks present in the traditional, offline marketing of credit products. Although such data-driven practices may offer new benefits, this type of marketing is not beyond the reach of fair lending laws. The Federal Reserve, along with other federal agencies, enforces two primary federal laws that ensure fairness in lending and apply to certain marketing activities: the Equal Credit Opportunity Act (ECOA) and the Fair Housing Act (FHA).

Technology has made it easier for businesses to use consumer data for direct marketing and advertising to consumers who are predicted to be most interested in specific products.

The ECOA prohibits credit discrimination on the basis of race, color, religion, national origin, sex, marital status, age, or receipt of income from any public assistance program, or because a person has exercised certain legal rights under the ECOA and other financial statutes. The ECOA and its implementing regulation, Regulation B, apply to both consumer and commercial credit. Through Regulation B, the ECOA prohibits creditors from making oral or written representations in advertising or other formats that would discourage, on a prohibited basis, a reasonable person from making or pursing a credit application. The FHA applies to credit related to housing and prohibits discrimination on the basis of race or color, national origin, religion, sex, familial status, and handicap. The FHA prohibits discrimination in advertising regarding the sale or rental of a dwelling, which includes mortgage credit discrimination. These fair lending laws prohibit two kinds of discrimination: disparate treatment and disparate impact. It is not uncommon that both theories may apply. Disparate treatment occurs when a lender treats a consumer differently because of a protected characteristic (e.g., race or age). Disparate treatment includes overt discrimination as well as less obvious differences in treatment. It does not need to be motivated by prejudice or a conscious intent to discriminate. The Federal Reserve has made a number of referrals to the U.S. Department of Justice (DOJ) involving discrimination in pricing and underwriting, as well as redlining. Many of these referrals have resulted in DOJ enforcement actions.

Disparate impact occurs when a lender’s policy or practice has a disproportionately negative impact on a prohibited basis (i.e., protected characteristics), even though the lender may have no intent to discriminate and the practice appears neutral. A policy or practice that has a disparate impact may violate the law, unless the policy or practice meets a “legitimate business need” that cannot reasonably be achieved by a means that has less impact on protected classes. It is often possible to view issues raising fair lending concerns under both disparate treatment theory and disparate impact theory.

While the ECOA’s Regulation B and the FHA both provide specific prohibitions against discrimination or discouragement in the marketing of credit and/or mortgage credit, these laws also more broadly prohibit redlining and steering. Redlining is a form of illegal discrimination in which an institution provides unequal access to credit, or unequal terms of credit, based on the race, color, or national origin of a neighborhood. Likewise, steering is a form of illegal discrimination in which applicants or prospective applicants for credit are guided toward or away from a specific loan product or feature because of their race, sex, or other prohibited characteristic, rather than based on the applicant’s needs or other legitimate factors. Steering occurs when a bank’s actions are taken on a prohibited basis, even when those who have been steered are not measurably harmed. These and the other protections of the ECOA and the FHA apply to credit marketing in the online world, just as they do in the offline one.

HOW TARGETED MARKETING MAY RAISE FAIR LENDING CONCERNS

Technology has made it easier for businesses to use consumer data for direct marketing and advertising to consumers who are predicted to be most interested in specific products. The ability to use such data for marketing and advertising may make it less expensive to reach consumers, resulting in a marketing strategy that may appear more effective to the advertiser. However, when such strategies are used to market credit, they may raise fair lending risks. By enabling advertisers (or the technology companies they rely on) to curate information for consumers based on detailed data about them, including habits, preferences, financial patterns, and where they live, there is a risk that this curation may result in digital redlining or steering. Likewise, when Internet-based marketing relies on artificial intelligence (AI) and machine learning (ML) technologies, the potential for discrimination may increase.

Facebook’s settlement in March 2019 with several civil rights organizations and the related discrimination charge issued by the U.S. Department of Housing and Urban Development (HUD) put a spotlight on these concerns. Facebook’s advertising practices initially drew attention when it was revealed that the company permitted advertisers to exclude groups of Facebook users with selected personal
characteristics from viewing particular advertisements on
the social media site. Facebook’s technology effectively
allowed advertisers to show advertisements to certain users
while excluding others based on sex or age, or on interests,
behaviors, demographics, or geography that related to or
were associated with race, national origin, sex, age, or
family status.38

The advertising platform also permitted advertisers to create
custom audiences of Facebook users who shared common
characteristics with the advertiser’s current customers or
other desired groups.39 By permitting these features on its
website, Facebook was alleged to have facilitated advertisers’
discrimination on multiple bases protected under the FHA
because wide swaths of users were not able to view certain
advertisements solely because of their personal characteristics.

Facebook’s March 2019 settlement promised significant
changes: The company agreed to retool its advertising
platform and appeared to acknowledge the risk of digital
redlining in its decisions to limit the filtering options
available to advertisers, restrict geographic targeting to a
minimum geographic radius of 15 miles from a specific
address or from the center of a city, and disallow targeting
by zip code. Likewise, it also seemed to address the harm
caused when advertisements are not broadly accessible; it
agreed to build a tool that would allow any Facebook user to
view any advertisement for housing or credit placed on the
platform anywhere in the United States, regardless of the
audience originally targeted for that advertisement or where
the viewer lives.40

In the days after the Facebook settlement, HUD also charged
the company with housing discrimination because of these
practices.41 HUD’s charge was the result of a formal, fact-
finding investigation of the social media company by that
agency, with HUD officials earlier noting that “[t]he Fair
Housing Act prohibits housing discrimination including
those who might limit or deny housing options with a click of
a mouse,” and that “[w]hen Facebook uses the vast amount of
personal data it collects to help advertisers to discriminate,
it’s the same as slamming the door in someone’s face.”42

The March 2019 discrimination charge provided significant
detail regarding the company’s activities and alleged that
Facebook not only facilitated discrimination by
advertisers using its platform but that the social media giant
also engaged in discrimination itself in how it delivered
advertisements to users. Specifically, HUD alleged that:

• Facebook’s advertisement delivery practices determine
  which users will actually see a particular advertisement,
  regardless of the advertisers’ own preferences, and using
  user data that include sex and close proxies for other
  protected characteristics,

• the company engages in price discrimination by varying
  advertisement pricing based on the audience for each
  advertisement, using user data that include sex and close
  proxies for other protected characteristics, and,

• the company combines proprietary data about user
  attributes and behavior on its platforms with user
  behavioral data it obtains from other websites and from
  offline sources, then uses ML and other prediction
  techniques to classify users to project each user’s likely
  response to a given advertisement, which has the effect
  of classifying users by protected characteristics.43

This final component of HUD’s allegations suggests that
Facebook’s algorithms are applied to every advertisement
on its platform, regardless of the advertisers’ intent. That
is, Facebook’s advertising algorithms allegedly operate
independently of advertisers to determine which users will
view advertisements based on the users’ predicted response.

As a result, these algorithms may potentially raise fair
lending risks and render some advertisements invisible
to certain users, disproportionately impacting users based
on protected characteristics, such as race and sex. Indeed,
an academic study of Facebook’s advertisement delivery
practices demonstrated just that, finding “previously unknown
mechanisms that can lead to potentially discriminatory
advertisements delivery, even when advertisers set their
targeting parameters to be highly inclusive.”44 The study’s
authors published groups of advertisements on Facebook,
where advertisement features were varied to observe how
changing a feature would affect the demographics of the
audience of a particular advertisement. They found that
the delivery of a particular advertisement may be skewed
for reasons including the content of the advertisement
itself, the images contained in the advertisement, and how
advertisement images are classified by Facebook. Indeed,
according to their results, an advertisement “can deliver
vastly different racial and gender audiences” based solely on
the advertisement’s creative content.45

Another concern is that
The intense curation of the
Information available to each
Consumer, caused in part by
Targeted marketing techniques,
Turns traditional notions of
Financial literacy and inclusion
On their head.
For example, they created a suite of advertisements advertising both rental housing and real estate for purchase. They varied the type of property advertised and the implied cost of the property (as implied by text referencing “fixer upper” or luxury). The delivery of these advertisements was noticeably skewed based on race; some advertisements were delivered to Facebook audiences that were over 72 percent African American, while others were delivered to audiences that were over 51 percent African American. 46

Facebook’s advertisement delivery policies appear to be driven both by profit and efficiency: It appears that it may be most efficient to show advertisements to consumers who are the most likely to want a certain product or job because revenue is generated when consumers click on advertisements. But efficiency in this context may be at cross purposes with bedrock principles of nondiscrimination. Even though more men than women, for example, may arguably be interested in certain jobs, both the law and social goals of diversity and inclusion require that both genders are shown the advertisements.

The HUD discrimination charge demonstrates the risks of relying on decision-making processes that are based on ML models that lack appropriate controls. With large volumes of consumer data now available from both online and offline sources, a wide array of industries are looking to AI and ML to automate decision-making processes and improve predictions of future outcomes because these technologies can find patterns or correlations in massive data sets that humans could not. However, ML algorithms are only as good as the data sets on which they are “trained.” It is this training data that teaches the algorithms what the outcomes may be for certain people or objects.

Incomplete or unrepresentative training data or training data that reflect real-world historical inequities or unconscious bias may lead to ML models that generate discriminatory results. 47 For example, it was widely reported last year that Amazon had invested several years in developing an experimental hiring tool that relied on AI to rate candidates for employment opportunities. However, the tool did not make gender-neutral hiring recommendations as expected.

The tool had been trained using resumes that had been submitted to the company over a 10-year period, the majority of which had come from male applicants. 48 As a result, it appears that the tool had learned to replicate the long-standing underrepresentation of women in the technology industry and reinforced this as the norm by downgrading resumes with references to the word “women’s” and all-female colleges. 49 Indeed, the concept of unconscious bias in AI and ML models has received increased attention in recent years. 50 Unfortunately, algorithms do not remove human bias; even automated processes cannot escape the weight of data that has been tainted by such bias. 51

The use of data-driven technology in marketing also raises additional risks for discriminatory outcomes. One concern is that consumers will be misidentified and not offered the full range of products for which they might be qualified. A news article reported that a bank used predictive analytics to instantaneously decide which credit card offer to show to first-time visitors to its website: a card for those with “average” credit or a card for those with better credit. 52 This practice and others like it raise the possibility that a consumer might be digitally steered to a subprime product based on behavioral analytics, even though the consumer could qualify for a prime product.

Another concern is that the intense curation of the information available to each consumer, caused in part by targeted marketing techniques, turns traditional notions of financial literacy and inclusion on their head. For years, consumers have been encouraged to seek information on financial products and to comparison shop. But those directives are undermined by targeted marketing; if the content that consumers see is determined by what a firm knows about them, it is not possible for them to select from among the full range of products and/or prices available online. Thus, even consumers who seek out information to make informed decisions may be thwarted from making the best choices for themselves or their families and instead may be subject to digital redlining or steering.

The growing prevalence of AI-based technologies and vast amounts of available consumer data raises the risk that technology could effectively turbocharge or automate bias. In doing so, we risk further entrenching past discrimination into future decision-making. In other words, whereas in the past, an individual’s conscious or unconscious bias may have resulted in discrimination, in the future, these biases may be carried out by algorithms, in effect automatically
discrimination. Although AI and ML have promise, the potential to use increasingly detailed data about consumers to either purposefully or unwittingly automate forms of discrimination is very real. Given these risks, targeted marketing efforts used to advertise credit products should be carefully reviewed, as will be discussed more in the next section.

IMPLICATIONS FOR FINANCIAL INSTITUTIONS

Although our knowledge of targeted Internet-based marketing practices, as well as the technology animating the practices themselves, is evolving, financial institutions nonetheless can address some of the risks of redlining and steering that such marketing may raise. For example, lenders can ensure that they understand how they are employing targeted, Internet-based marketing and whether any vendors use such marketing on their behalf. As the HUD discrimination charge against Facebook illustrates, advertising filters that exclude predominantly minority neighborhoods or groups of individuals based on a prohibited characteristic or another trait that is correlated with a prohibited characteristic raise fair lending concerns and could result in legal violations.

Lenders that use online advertising services or platforms can take steps to ensure that they monitor the terms used for any filters, as well as any reports they receive documenting the audience(s) that were reached by the advertising. It is also important to understand whether a platform employs algorithms — such as the ones HUD alleges in its charge against Facebook — that could result in advertisements being targeted based on prohibited characteristics or proxies for these characteristics, even if that is not what the lender intends.

Despite how new the technology may be, many of the tools to address fair lending risks in the offline world may be modified to mitigate risks in the evolving online world. For example, to mitigate redlining risk, lenders can closely review any geographic filters in use and include the monitoring of all marketing and outreach activities as part of their larger fair lending risk management programs.

To mitigate steering risks, practices developed by brick-and-mortar lenders offering prime and subprime products through different channels may be helpful for lenders employing complex online marketing strategies. For example, lenders can ensure that, when a consumer applies for credit, she is offered the best terms she qualifies for, regardless of what marketing channel or platform was used to target marketing to the consumer or collect her application. By taking these and other steps, lenders and others who advertise credit products can work to ensure that technology is deployed in consumer financial services in ways that are consistent with a commitment to fair lending.

CONCLUSION

Unlike the democratizing effect of the Sears catalog, targeted marketing may constrain consumers’ access to the broad range of products and services available today. By making assumptions about what products might be the right fit for consumers, targeted marketing has an increasingly significant, though largely invisible, impact on the advertisements shown to consumers online. In the context of credit, without careful implementing and monitoring, Internet-based targeted marketing may undermine financial inclusion if a consumer is not shown the full range of financial products and services for which she could qualify.

Technological innovation has played an important role in expanding access to consumer credit in the past and can continue to do so. Yet, the well-documented and persistent gaps in wealth and income between people of different races and ethnicities is a reminder of the high stakes that fair access to credit opportunities has for many consumers, especially minorities. Thus, thoughtful design and monitoring of technologies that rely on consumer data are critical to guard against the risk that the volume and granularity of these data will lead to uses that automate human biases and calcify the legacy of past discrimination.

The marketing of housing and credit products in particular carries obligations under the ECOA and the FHA. As a result, the use of technology reliant on consumer data for this type of marketing should be approached with an awareness of the risks that any selected technologies bring.

While the manner in which consumers access financial products and services has changed dramatically since the days of post office orders from the Sears catalog, financial institutions and their regulators need to ensure the underlying bedrock principles of consumer inclusion and fairness remain timeless.
See Singer, Endnote 14.
engaged in residential real estate-related transactions from discriminating against any person in making available or in the terms or conditions of such a transaction on a prohibited basis. 42 U.S.C. §3604(a) and (b), 3605(a); 24 C.F.R. §100.120(b). See Interagency Fair Lending Examination Procedures, pp. 29–30.

The broad protections of the ECOA and the Fair Housing Act also prohibit steering. See Endnote 32; see also Interagency Fair Lending Examination Procedures, p. 24.

For example, discouraging prospective applicants because of a protected characteristic is also prohibited. Regulation B provides that “[a] creditor shall not make any oral or written statement, in advertising or otherwise, to applicants or prospective applicants that would discourage on a prohibited basis a reasonable person from making or pursuing an application.” 12 C.F.R. §1002.4(b); see also Comment 1002.4(b)-1.
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See, e.g., Robert Bartlett et al., “Consumer-Lending Discrimination in the FinTech Era” (May 2019). https://faculty.haas.berkeley.edu/morse/research/papers/discrim.pdf (generally concluding that algorithms, such as those used by fintech lenders, do not remove discrimination from lending decisions).


Federal agencies issue interagency statement on using alternative data in credit underwriting. On December 3, 2019, the Federal Reserve Board, the Consumer Financial Protection Bureau, the Federal Deposit Insurance Corporation, the Office of the Comptroller of the Currency, and the National Credit Union Administration (agencies) published a joint statement addressing potential risks and benefits from the use of alternative data in credit underwriting. In the statement, the agencies acknowledge bank and nonbank financial firms’ use or contemplated use of alternative data, which the agencies define as information “not typically found in the consumer’s credit files of the nationwide consumer reporting agencies or customarily provided by consumers as part of applications for credit.”

The statement notes that alternative data may expand access to credit for certain consumers and enable them to obtain additional loan products or more favorable pricing or terms. The statement also explains that a well-designed compliance management program provides for a thorough analysis of relevant consumer protection laws and regulations to ensure that firms understand the opportunities, risks, and compliance requirements before using alternative data.


The Consumer Financial Protection Bureau (Bureau) issued three policies in September 2019 to promote innovation and facilitate compliance. The three policies, discussed below, are: (1) the No-Action Letter policy, (2) the Trial Disclosure Program policy, and (3) the Compliance Assistance Sandbox policy. The policies were issued after the Bureau proposed them in 2018 and solicited and reviewed public comments on each from a diverse array of stakeholders. The revised policies are applicable as of September 10, 2019.

The Bureau’s updates its No-Action Letter policy (policy). In 2016, the Bureau issued its first No-Action Letter policy, under which Bureau staff would issue a statement that they have no present intention to recommend the initiation of a supervisory or enforcement action against a company for providing a product or service under certain facts and circumstances. The Bureau’s 2019 policy streamlines the application review process and makes other changes to the Bureau’s 2016 policy. In reviewing applications, the revised policy states it will consider the potential consumer benefits and risks, how the applicant will mitigate the risks, the statutory and/or regulatory provisions for which the applicant seeks a No-Action Letter, and why a No-Action Letter is needed.

On the same day it issued the new policy, the Bureau issued its first No-Action Letter under the new policy. The Bureau responded to a request by the Department of Housing and Urban Development (HUD) on behalf of more than 1,600 housing counseling agencies (HCAs) that participate in HUD’s housing counseling program. In general, under the No-Action Letter, the Bureau will not make supervisory findings or bring a supervisory or enforcement action under RESPA Section 8 or its authority to prevent unfair, deceptive, or abusive acts or practices under the Dodd–Frank Wall Street Reform and Consumer Protection Act against HUD-certified HCAs that have entered into certain fee-for-service arrangements with lenders for prepurchase housing counseling services.

The Bureau’s new Trial Disclosure policy allows entities seeking to improve consumer disclosures to conduct in-market testing of alternative disclosures for a limited time with the Bureau’s permission. The Dodd–Frank Act gives the Bureau the authority to provide legal protections for entities to conduct certain trial disclosure programs. The Bureau’s Trial Disclosure policy outlines how trial disclosure programs will be approved and some of their terms and conditions. The Bureau has stated that the new policy streamlines the application and review process as compared with its 2013 policy, in addition to other differences.

The Bureau’s Compliance Assistance Sandbox policy allows a provider of a financial product or service facing regulatory uncertainty involving certain consumer protection laws to apply for a safe harbor approval. The policy provides for the issuance of official staff “approvals” under Truth in Lending Act (TILA), the Electronic Fund Transfer Act (EFTA), and the Equal Credit Opportunity Act (ECOA). Those laws provide protection from liability if a regulated entity acts in good faith conformity with an interpretation or approval issued by authorized Bureau staff. Under the policy, after evaluating a product or service for compliance with the relevant law and other application criteria, Bureau staff can issue an official approval. Compliance in good faith with the terms of the approval will have a “safe harbor” from liability for specified conduct during the testing period.

*Find links to announcements in the online version of Outlook at consumercomplianceoutlook.org.
HUD issued a rulemaking proposal to amend its disparate impact rule. In August 2019, HUD published a notice in the Federal Register seeking comment on a proposed disparate impact framework for establishing legal liability for facially neutral practices that have unintended discriminatory effects on classes of persons protected under the Fair Housing Act.

In 2015, the U.S. Supreme Court upheld the use of “disparate impact” theory to establish liability under the Fair Housing Act for facially neutral practices that disproportionately affect a protected class without a legally sufficient justification. Texas Department of Housing & Community Affairs v. Inclusive Communities Project, Inc. 135 S. Ct. 2507 (2015). HUD’s proposed rule follows the prior June 2018 advance notice of proposed rulemaking, in which HUD solicited comments on amending the disparate impact standard set forth in the HUD’s 2013 final rule. The rule proposes to replace HUD’s current discriminatory effects standard, (24 C.F.R. §100.500), with a new standard and to provide parties with three methods of defending their algorithmic models to assess factors, such as risk or creditworthiness, where they can show their models achieve legitimate objectives. The deadline for submitting comments was October 18, 2019.

The Bureau published a blog post in August 2019 to provide an update on the Bureau’s first No-Action Letter. In 2017, under the Bureau’s original No-Action Letter, the Bureau issued a No-Action Letter to Upstart Network, Inc., a company that uses alternative data and machine learning in making credit underwriting and pricing decisions. This No-Action Letter was issued under the 2016 No-Letter policy. Upstart’s underwriting model uses both traditional underwriting data and alternative data. The No-Action Letter applies to enforcing the Equal Credit Opportunity Act (ECOA) and Regulation B for Upstart’s use of alternative data and machine learning in credit decisions and is specific to that entity only.

In addition, Upstart’s analysis of the tested model and the traditional model indicated that the approval rate and APR results for minority, female, and 62-and-older applicants did not yield disparities that would require further fair lending analysis. Upstart will continue to report on its outcomes on the period covered by the No-Action Letter.

**NOTABLE RESEARCH**

The nonprofit research organization FinRegLab released two studies on the use of certain alternative data in credit underwriting decisions. The July 2019 report, titled The Use of Cash-Flow Data in Underwriting Credit: Empirical Research Findings, summarizes the research conducted on data provided by nonbank financial services providers that rely on information about applicants’ cash flow to originate consumer and small businesses loans. FinRegLab analyzed the predictiveness of cash-flow variables and credit scores based on loan performance and compared those outcomes with those of traditional scores and variables. Outcomes were also compared with those of models that combine both cash flow and traditional metrics. Where information was available, the report also evaluates the extent to which the companies participating in the study increased access to credit for underserved populations and whether the use of cash-flow metrics increases fair lending risk in credit decisions. The report finds that the cash-flow variables and scores tested were predictive of credit risk and that study participants are serving borrowers who may have historically faced constraints on their ability to access credit.

A second report, titled The Use of Cash-Flow Data in Underwriting Credit: Small Business Spotlight, was released in September 2019. This report focuses on the increased use of cash-flow data in small business lending and on the policy and market issues that affect further future use. The report finds that the use of cash-flow data is being adopted in small business lending more widely than in consumer lending by a variety of credit providers. For example, the report notes that some banks have begun analyzing their existing customers’ deposit data to permit faster underwriting. FinRegLab expects a future release of a third companion report, providing a broader market context and policy analysis for both consumer and small business lending.
The Consumer Financial Protection Bureau (Bureau) extends the comment period on its Advance Notice of Proposed Rulemaking (ANPR) relating to the Home Mortgage Disclosure Act (HMDA). On June 27, 2019, the Bureau announced that it extended the comment deadline from July 8 to October 15 on its recent ANPR that is evaluating whether to make changes to the HMDA data fields that institutions are required to collect under the HMDA final rule issued in October 2015.

The ANPR also solicits comments on the requirement that institutions report certain business- or commercial-purpose transactions under Regulation C. The extension is intended to provide commenters with the opportunity to review the HMDA data collected by financial institutions in 2018, which was released on August 30, 2019. There is a Federal Register notice announcing the comment period extension.

Agencies host the 2019 Interagency Minority Depository Institution (MDI) Conference. On June 25–26, the Federal Reserve Board (Board), the Federal Deposit Insurance Corporation (FDIC), and the Office of the Comptroller of the Currency (OCC) hosted the biennial Interagency MDI and Community Development Financial Institution (CDFI) Bank Conference in Arlington, VA. The purpose of the conference was to preserve and promote MDIs by connecting their leadership with regulators, networking among peers, and discussing relevant topics, such as federal program support, cybersecurity, innovation and supervision. Federal Reserve Governor Michelle Bowman delivered remarks in which she suggested ways the agencies can ease regulatory burdens on MDIs.

On a related note, the Board recently released its annual MDI Report to Congress titled Preserving Minority Depository Institutions. The report details the ways in which the Board is working to meet its congressional mandate to preserve and promote MDIs. Finally, the FDIC presented the findings of a new MDI study that concluded that MDIs have experienced significant growth and that the share of mortgages granted to minority borrowers in high-minority and low- to moderate-income census tracts has improved.

The Bureau and the Board issue final amendments to Regulation CC regarding funds availability. On June 24, 2019, the Bureau and the Board issued a final rule under the Expedited Funds Availability Act (EFAA) of 1987. The final rule implements the statutory requirement in the EFAA to adjust dollar amounts under the act and to implement amendments made in the Economic Growth, Regulatory Relief, and Consumer Protection Act (EGRRCPA). The EFAA generally provides that dollar amounts in the EFAA shall be adjusted every five years by the “annual percentage increase” in the Consumer Price Index for Urban Wage Earners and Clerical Workers (CPI-W), rounded to the nearest multiple of $25. The final rule generally provides that adjustments made to the dollar amounts in Regulation CC will be based on the aggregate percentage increase during the five-year period (accounting for year-to-year negative movements), but it always will be either zero or upward and never downward. The amendments apply to dollar amounts specified in Regulation CC, such as the minimum amount of deposited funds that must be available the next business day for certain check deposits and the threshold for determining whether an account has been repeatedly overdrawn. The final rule also implements EGRRCPA amendments extending EFAA coverage to American Samoa, the Commonwealth of the Northern Mariana Islands, and Guam. Finally, the final rule adopts a schedule setting forth the effective dates of inflation adjustments, occurring on a five-year cycle.

The Board, the FDIC, and the OCC released an updated list of distressed or underserved nonmetropolitan middle-income geographies. On June 17, 2019, the Board, the FDIC, and the OCC announced the availability of the 2019 list of distressed or underserved nonmetropolitan middle-income geographies, where revitalization or stabilization activities are eligible to receive Community Reinvestment Act (CRA) consideration under the community development definition. These geographies are designated by the agencies in accordance with their CRA regulations (the criteria for designating these areas are available on the Federal Financial Institutions Examination Council’s website).

The designations continue to reflect local economic conditions, including triggers such as unemployment, poverty, and population changes. As with past releases, the agencies incorporate a one-year lag period for geographies that are no longer designated as distressed or underserved in the current release (geographies subject to the one-year lag period in 2018 are eligible to receive consideration for community development activities for 12 months after publication of the current list).

The Board publishes Perspectives from Main Street: Stakeholder Feedback on Modernizing the Community Reinvestment Act. On June 13, 2019, the Board released a report summarizing the feedback it received from bankers and community group representatives at 29 nationwide roundtable discussions on the state of, and potential revisions to, the Community Reinvestment Act (CRA). The roundtable discussions, held at the Board and Reserve Banks between October 2018 and January 2019, involved over 400 participants, including representatives from the
FDIC and the OCC. The Federal Reserve hosted these discussions to inform interagency efforts to strengthen and modernize the CRA regulatory framework. The report reflects roundtable discussions regarding assessment areas, underserved communities, and performance test structure, evaluating performance, defining community development activities, and additional CRA topics.

Fannie Mae and Freddie Mac issue guidance about their standards for accepting private flood insurance policies for loans they purchase. On June 5, 2019, the Federal National Mortgage Association (commonly known as Fannie Mae) released a Selling Guide to address the effect of the recent private flood insurance rule issued by the Board, FDIC, OCC, National Credit Union Administration, and Farm Credit Administration (collectively, the agencies) on Fannie Mae’s purchasing guidelines. The Federal Home Loan Mortgage Corporation (commonly known as Freddie Mac) also released a Seller Guide with a similar message on June 5, 2019. Both of the government-sponsored enterprises (GSEs) report they are not subject to the agencies’ private flood insurance rule and their prior standards for accepting private flood insurance policies from lenders who sell their loans to the GSEs remain in effect.

The GSEs accept private flood insurance policies as an alternative to National Flood Insurance Program (NFIP) policies, but some limitations apply. For private flood insurance, Fannie Mae’s guide states: “To qualify, the terms and amount of coverage must be at least equal to that provided under an NFIP policy based on a review of the full policy issued by the private insurer. In addition, the insurer must meet the rating requirements in the Selling Guide for private insurers.” Freddie Mac has a similar policy.

The Bureau settles with Freedom Mortgage Corporation (Freedom Mortgage) to resolve HMDA violations. On June 5, 2019, the Bureau announced a settlement with Freedom Mortgage to resolve violations of HMDA and Regulation C, which require lenders to collect, record, and report certain mortgage applicant information or to report when an applicant chooses not to provide this information. According to the consent order, Freedom Mortgage reported inaccurate information to the Bureau for mortgage applicants’ race, ethnicity, and sex from 2014 through 2017. For example, certain loan officers were told by managers or other loan officers to report applicants as non-Hispanic white regardless of whether that was accurate. Freedom Mortgage was one of the 10 largest HMDA reporters nationwide for all four years. Under the terms of the consent order, Freedom Mortgage must pay a civil money penalty of $1.75 million and implement a compliance plan to prevent future HMDA violations.

The Board, the FDIC, and the OCC issue host state loan-to-deposit ratios. On May 28, 2019, the Board, the FDIC, and the OCC issued the host state loan-to-deposit ratios that the agencies will use in determining compliance with Section 109 of the Riegle-Neal Interstate Banking and Branching Efficiency Act of 1994. In general, Section 109 prohibits a bank from establishing or acquiring a branch or branches outside of its home state primarily for the purpose of deposit production and prohibits bank branches controlled by out-of-state bank holding companies from operating primarily for the purpose of deposit production.

Section 109 also provides a process to test compliance with these statutory requirements. The first step in the process involves a loan-to-deposit ratio test that compares a bank’s statewide loan-to-deposit ratio with the host state loan-to-deposit ratio for banks in a particular state. A second step is conducted if a bank’s statewide loan-to-deposit ratio is less than one-half of the published ratio for a particular state or if data are not available at the bank to conduct the first step. The second step requires the appropriate agency to determine whether the bank is reasonably helping to meet the credit needs of the communities served by the bank’s interstate branches. A bank that fails both steps is in violation of Section 109 and is subject to sanctions by the appropriate agency. The updated host state loan-to-deposit ratios are available.

The Bureau begins a symposia series on consumer protection issues. On April 18, 2019, the Bureau announced a symposia series to facilitate dialogue on consumer protection issues and to assist the Bureau in its policymaking process. The topics will include behavioral law and economics, small business loan data collection, disparate impact and the Equal Credit Opportunity Act, cost-benefit analysis, and consumer-authorized financial data sharing. Each symposium will feature a discussion panel of leading experts in the relevant field.

The first symposium was held on June 25 and focused on the Dodd–Frank Wall Street Reform and Consumer Protection Act’s prohibition on “abusive acts or practices.” The symposium featured a panel of academic experts to discuss how the abusive standard has been used in practice. The Bureau’s website contains a video recording of the event as well as the panelists’ written statement.
REAL ESTATE SETTLEMENT PROCEDURES ACT — REGULATION X

The Eleventh Circuit finds that the regulatory language of Regulation X does not prohibit loan servicers from filing motions to reschedule previously ordered foreclosure sales. *Landau v. Roundpoint Mortgage Servicing Corp.* 925 F.3d 1365, (11th Cir. 2019). Regulation X prohibits loan servicers from moving for foreclosure judgment or order of sale, or conducting a foreclosure sale, if the borrower submits a completed loss-mitigation application at least 37 days before the scheduled foreclosure sale. 12 C.F.R. §1024.41(g). A date was set for the plaintiff’s home foreclosure sale before her mortgage-loan servicer offered her a six-month trial loan-modification plan. After the plaintiff accepted the offer of a trial plan, the servicer moved to cancel and reschedule her home foreclosure sale. The plaintiff then successfully moved to cancel the foreclosure sale altogether and separately filed a lawsuit. The lawsuit alleged that the servicer violated Regulation X by moving to reschedule the foreclosure sale instead of cancelling it entirely because a motion to reschedule is in itself a motion for order of foreclosure sale. The servicer argued that it did not violate §1024.41(g) because it did not “move for foreclosure judgment or sale, or conduct a foreclosure sale” — it merely moved to reschedule a previously ordered foreclosure sale. The district court agreed with the servicer.

On appeal, the Eleventh Circuit affirmed, finding that Regulation X does not prohibit a motion to reschedule a foreclosure sale that was set as part of a foreclosure judgment secured before the consumer was participating in a loss mitigation plan. Rather, in this case, the prohibitions of §1024.41(g) prevented the servicer only from conducting the actual foreclosure sale. The court reasoned that a motion to reschedule a previously ordered foreclosure sale is a nonsubstantive “housekeeping” motion, but §1024.41(g) prohibits only “substantive and dispositive” motions, such as a motion for a “previously non-existent” order of sale or foreclosure judgment. The Eleventh Circuit said that interpreting Regulation X to forbid motions to reschedule foreclosures would hurt consumers in the long term because it would disincentivize loan servicers with foreclosure orders in hand from giving borrowers a second chance to modify their loans. The court found the language of Regulation X a sufficient basis for the opinion and, therefore, concluded that, as a matter of law, it did not need to consider the Consumer Financial Protection Bureau’s (Bureau) interpretation of Regulation X. However, the court noted that the Bureau’s interpretations indicate that it does not consider §1024.14(g) to require cancellation of previously scheduled foreclosure sales, but rather, it requires the “suspension” of them; in the court’s view, a motion to reschedule a foreclosure sale is consistent with suspending the foreclosure sale.

FAIR HOUSING ACT/EQUAL CREDIT OPPORTUNITY ACT

The U.S. Department of Justice (DOJ) reaches a settlement agreement in its redlining lawsuit against First Merchants Bank. *United States v. First Merchants Bank* (S.D. Ind. 2019). On June 13, 2019, the DOJ and First Merchants entered into a settlement agreement to resolve the DOJ’s lawsuit under the Fair Housing Act (FHA), 42 U.S.C. §§3601-3619, and the Equal Credit Opportunity Act (ECOA), 15 U.S.C. §§1691-1691f, alleging discriminatory redlining practices. "Redlining," as defined in the interagency fair lending procedures, “is a form of illegal disparate treatment in which a lender provides unequal access to credit, or unequal terms of credit, because of the race, color, national origin, or other prohibited characteristic(s) of the residents of the area in which the credit seeker resides or will reside or in which the residential property to be mortgaged is located.”

The DOJ found that First Merchants avoided providing mortgage credit services to majority-black areas in Indianapolis-Marion County, Indiana, between 2011 and 2017, and included maps in the appendixes to the complaint to demonstrate that First Merchants was not servicing predominantly minority areas. Under the settlement, First Merchants must expand its marketing, lending, and banking services to the neighborhoods it redlined. The bank also agreed to budget $500,000 to community outreach and education efforts for majority-black neighborhoods as well as a $1.12 million loan subsidy fund to increase credit opportunities in these areas and employ new staff to help its leadership oversee the settlement efforts. The bank also agreed to employ a director of community lending to oversee these efforts and coordinate with the Bank’s leadership.

Finally, the bank agreed to open a full-service branch in a majority-black census tract. This case was also extensively discussed during the October 2019 Outlook Live interagency fair lending webinar. The archived webinar, along with the presentation slides, are available on the Outlook Live website.
FAIR CREDIT REPORTING ACT

The Ninth Circuit holds that the Fair Credit Reporting Act’s (FCRA) seven-year reporting window for a criminal charge on a consumer report begins on the date of entry, not the date of disposition. *Moran v. Screening Pros, LLC*, 923 F.3d 1208 (9th Cir. 2019). Section 605(a)(5) of the FCRA (15 U.S.C. 1681c(a)(5)) prohibits the disclosure of an “adverse item of information” in a consumer report when the adverse item occurred more than seven years prior to the report’s creation. In 2010, the plaintiff applied for housing with Maple Square Apartments, which requested a tenant screening report from the defendant, The Screening Pros (TSP), which is a consumer reporting agency subject to the FCRA. TSP produced a report that included a misdemeanor charge that was filed in 2000 (2000 charge) and dismissed in 2004. Maple Square denied the plaintiff’s application. The plaintiff brought suit in district court, alleging, among other claims, that TSP violated the FCRA by including the 2000 charge because more than seven years had passed since the charge was entered.

The district court granted summary judgment to TSP, holding that the reporting period for a criminal charge begins on the date of disposition and not the date of entry. Therefore, the 2000 charge did not fall outside the seven-year reporting window. On appeal, the Ninth Circuit reversed, concluding that Congress intended the reporting window to start at the date an adverse action such as a criminal charge is entered, not the date of disposition of the charge. The court also distinguished a criminal charge from records of convictions of crimes, which are excepted from the seven-year reporting limit in the FCRA. Accordingly, the district court’s decision was reversed.

REGULATION X — TRUTH IN LENDING ACT (TILA)

The Sixth Circuit holds that a loan program contract providing two different descriptions of the term annual percentage rate (APR) that are inconsistent with one another is ambiguous and thus requires further review in a court of law. *In Re: Fifth Third Early Access Cash Advance Litigation*, 925 F.3d 265 (6th Cir. 2019). The Truth in Lending Act (TILA) requires lenders to disclose a loan’s APR. A contract governing Fifth Third Bank’s “Early Access” cash advance program disclosed the APR as 120 percent in all cases, regardless of the length of the loan. The plaintiffs, recipients of Early Access loans, alleged that the 120 percent APR figure disclosed was “false and misleading” because, in practice, the APR could run as high as 3650 percent. They pointed out that, while the contract first defined APR as found in Regulation Z (requiring disclosure of the rate on an annual basis), it provided a formula that did not produce an APR that is “expressed as a yearly rate.”

The district court held in favor of Fifth Third, finding that it unambiguously disclosed the way it calculated the rate. On appeal, the Sixth Circuit reversed, finding instead that the contract’s language was ambiguous because “[t]here is no way for the contract’s definition of APR to be consistent with the formula it provides.” The court declined Fifth Third’s request to conclude that the contract is unambiguous as a matter of law and remanded the case back to the district court.

FAIR DEBT COLLECTION PRACTICES ACT (FDCPA)

The Seventh Circuit holds that absent any concrete harm, a debt collector’s defective consumer disclosure under the Fair Debt Collection Practices Act (FDCPA), without an allegation of actual harm or risk of harm, was a procedural violation that does not satisfy the injury-in-fact requirement of Article III. *Casillas v. Madison Avenue Associates, Inc.*, 926 F.3d 329 (7th Cir. 2019). The Seventh Circuit affirmed the dismissal of a class-action case alleging that the failure of a debt collector to specify that consumer dispute notices or requests for certain information about the original creditor must be in writing violates §809 of the FDCPA (15 U.S.C. 1692g). That section requires a debt collector to follow certain procedures when notifying consumers about the debt verification process. The defendant sent the plaintiff a debt collection letter that otherwise complied with the FDCPA notice requirements but failed to inform her that any dispute she wishes to initiate about the original creditor must be sent in writing within 30 days to trigger statutory debt verification procedures. The plaintiff alleged that while she had no intention to exercise her right of dispute or verification of the creditor, the defendant’s omission “‘constitute[d] a material/concrete breach of her rights.’” The district court applied the Supreme Court’s holding in *Spokeo v. Robbins*, 136 S. Ct. 1540 (2016) that a plaintiff cannot satisfy the injury-in-fact requirement of standing simply by alleging that the defendant violated the FDCPA, absent an allegation that the debt collector had caused harm or put her at an appreciable risk of harm. On appeal, the Seventh Circuit affirmed, finding the defendant’s omission as nothing more than a “bare procedural violation” of the FDCPA. Accordingly, the court affirmed the district court’s dismissal.
**Would You Like to Subscribe to Consumer Compliance Outlook and Outlook Live?**

*Outlook* and Outlook Live are both Federal Reserve System outreach platforms provided at no charge. *Outlook* is a newsletter published several times a year on federal consumer compliance topics, while Outlook Live is a webinar series on consumer compliance topics.

To subscribe to *Outlook* and Outlook Live, please visit consumercomplianceoutlook.org. There, you can choose to receive future editions of *Outlook* in electronic or print format. If you provide your email address while subscribing, we will also notify you by email of upcoming Outlook Live webinars.
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**Calendar of Events 2020**

<table>
<thead>
<tr>
<th>Date</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>March 9-12</td>
<td>2020 National Interagency Community Reinvestment Conference</td>
</tr>
<tr>
<td></td>
<td>Sheraton Denver Downtown Hotel, Denver, CO</td>
</tr>
<tr>
<td>June 7-10</td>
<td>ABA Regulatory Compliance Conference</td>
</tr>
<tr>
<td></td>
<td>Gaylord National Convention Center and Hotel</td>
</tr>
<tr>
<td></td>
<td>National Harbor, MD</td>
</tr>
</tbody>
</table>